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ABSTRACT

Extrapolation remains a grand challenge in deep neural networks across all application domains. We
propose an operator learning method to solve time-dependent partial differential equations (PDEs)
continuously and with extrapolation in time without any temporal discretization. The proposed
method, named Diffusion-inspired Temporal Transformer Operator (DiTTO), is inspired by latent
diffusion models and their conditioning mechanism, which we use to incorporate the temporal
evolution of the PDE, in combination with elements from the transformer architecture to improve
its capabilities. Upon training, DiTTO can make inferences in real time. We demonstrate its
extrapolation capability on a climate problem by estimating the temperature around the globe for
several years, and also in modeling hypersonic flows around a double-cone. We propose different
training strategies involving temporal-bundling and sub-sampling and demonstrate performance
improvements for several benchmarks, performing extrapolation for long time intervals as well as
zero-shot super-resolution in time.

Keywords Scientific machine learning · Diffusion models · Transformers · Partial differential equations.

1 Introduction

The field of scientific machine learning (SciML) has been
growing rapidly in recent years, and many successful meth-
ods for modeling scientific problems using machine learn-
ing (ML) methods have been proposed [36, 28, 24, 27, 52].
Many tools designed for standard ML and data science
problems can also perform well on SciML tasks. Recent
innovations in the field of ML primarily originate from the
domains of natural language processing [14] and computer
vision [20]. Our work exploits and further develops the
main idea of a recently proposed method called diffusion
models [15] (used in generative AI) for solving forward
partial differential equations (PDEs).

Solving time-dependent PDEs is an essential topic for
the scientific community. If the underlying mathemati-
cal operators that govern the temporal evolution of the
system are non-linear and/or there are observational data
available, the task of assimilating and simulating such
processes using discretization-based numerical methods
can become increasingly challenging and computation-
ally expensive. The burden associated with the traditional
numerical solvers is further increased when separate sim-
ulation runs become mandatory for every new initial con-
dition. Moreover, in certain application domains, such as
autonomy and navigation or robotics, real-time inference is
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required. SciML methods such as neural operators specif-
ically address these issues by significantly reducing the
associated computational costs [28, 24, 48, 3].

Several methods for solving PDE-related problems using
ML methods, and specifically transformers, have been pro-
posed [36, 28, 32]. We solve the forward problem of a
time-dependent PDE by training the neural operator to ac-
curately estimate the state field variable at a later time from
a given initial condition. The main focus of this work is
forecasting a continuous in-time solution in real-time for a
plurality of initial conditions and extrapolating beyond the
training domain. Solving PDE-related problems involves
several challenges including generalizations for different
problem conditions and dependence on the physical do-
main’s discretization. To tackle the first, we utilize tools
from the growing field of operator learning [24, 28], where
we use learning techniques to map a function space to an-
other one. Thus, we learn a family of solutions of PDEs
corresponding to a family of initial conditions. For the
second challenge, we propose a method that, while being
dependent on the spatial discretization, is continuous in the
temporal evolution of the solution, which is a prominent
challenge in solving dynamical systems.

Recent works [35, 47] have demonstrated the efficiency of
U-Net-based architectures for modeling time-dependent
PDEs. However, the outputs of these U-Net-based archi-
tectures are discrete in time. Gupta et al. [7] performed
a systematic ablation study to analyze the significance of
Fourier layers, attention mechanism, and parameter con-

ditioning in a U-Net-based neural operator. The DiTTO
method proposed here is a diffusion-inspired model [45].
The common use of diffusion models involves a genera-
tive process used to create data samples. It incorporates
a Markov chain of diffusion steps, where in each stage
a different texture is added to the data sample. Usually,
the texture is noise, so new noise distributions are incre-
mentally added in each step. The models have also been
used with other kinds of textures, for example creating car-
toonish images from plain ones. Herein, we use a similar
framework, but instead of conditioning on the noise distri-
bution, we do so for the temporal evolution. We explore
several implementations and training strategies, in addi-
tion to the diffusion models themselves. These enhanced
methods form the class of explored DiTTO models. Im-
portantly, we demonstrate how this framework can be used
for extrapolation, i.e., it can make accurate predictions for
samples outside the time interval it was trained to handle.

2 Methodology

We approximate the time evolution of a PDE solution (for-
ward process). Instead of incrementally adding noise to
the inputs, as done with diffusion models, we incremen-
tally evolve the PDE solution over time. We replace the
noise level parameter ε with the temporal variable t (see
Appendix A.1, A.2 for more details). Then, we use the
conditioning capabilities of diffusion models to learn the
relations between the initial condition, the PDE solution,

Figure 1: DiTTO architecture. The discretized initial condition u(x, 0) concatenated with the corresponding spatial
grid, and the desired time t ∈ R+ are the respective inputs to the U-Net and the time-embedding network comprising
DiTTO. The U-Net illustrated here consists of ResNet blocks with temporal conditioning, a Spatial-Attention block,
and Channel-Attention blocks at 4 levels of coarseness and the corresponding residual connections across the same
levels. The ResNet block conditions the non-linear representations of u(x, 0) with respect to the temporal embedding
vector, f⃗(t), by performing element-wise multiplication across the channels. Spatial-Attention and Channel-Attention
blocks learn to extract correlations across space and channels, respectively.
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and the time domain. After the training is complete, the
model can interpolate between the initial and final time,
creating a numerical solution that is continuous in time.
We define its time evolution {xt]} as the following process:

{xt| t ∈ [0, tfinal], xt := u(x, t)}, (1)

where u is the solution of the differential equation we at-
tempt to solve. Using this notation, the operator learning
problem becomes:

x0 −→ xt, ∀t ∈ [0, tfinal], (2)

xt ≈ G(x0)(t), ∀t ∈ [0, tfinal], (3)
where G represents the surrogate operator, DiTTO, where
the operator learning technique we employ is the diffusion
process. It is discrete, while (1) is continuous. We dis-
cretize {xt} by taking a partitioning {tn}Tn=0 of [0, tfinal],
where 0 = t0 < t1 < . . . < tT−1 < tT = tfinal.
The discrete process is then defined as {xn}Tn=0, where
xn := u(x, tn). In PDE terms, given an initial condition
x0, we approximate the analytic solution at a set of specific
future time steps {tn}Tn=1. In operator learning terms, we
map a family of functions of the form x0 = u(x, 0) to
another family of functions of the form u(x, t).

The role of the neural network in diffusion models is to
perform conditional denoising in each step. We repurpose
this network structure to solve a PDE-related problem.
Since x0, x1, . . . , xT are taken from the analytical solu-
tion, there is no noise in this process. Therefore, there is
no need for denoising. Thus, we replace the conditional
denoising operation with a conditional temporal evolution
(x0, tn) −→ xn.

Next, we describe the DiTTO architecture. The network re-
ceives two main inputs: the initial condition x0 = u(x, 0)
and a time t = tn. Recall that x0 is a d-dimensional tensor,
and t is a nonnegative scalar. For the temporal input t, we
use an embedding mechanism based on the original Trans-
former positional encoding [49]. Each scalar t is mapped
into a vector of size demb, and then passed through a sim-
ple multi-layer perceptron (MLP) with two linear layers
and a GELU [13] activation function.

For the spatial input x0, we concatenate it with a discrete
spatial grid and provide it as an input to a U-Net [38]. We
use a U-Net variant common in many diffusion models,
such as DDPM [15]. It follows the backbone of Pixel-
CNN++ [40], a U-Net based on a Wide ResNet [53, 12].
A sketch of the spatio-temporal architecture is given in
Figure 1.

This architecture is not limited to a specific dimension. The
same mechanism can be implemented for d-dimensional
problems. The only major difference is the usage of d-
dimensional convolutions for the relevant problem.

We extend DiTTO to develop three variants: DiTTO-s,
DiTTO-point and DiTTO-gate. DiTTO-point is a memory-
efficient version, and DiTTO-gate incorporates a gated
sub-architecture motivated by Runge-Kutta methods. We
also demonstrate the efficacy of two training strategies - 1)

randomly sub-sampling the trajectory timesteps considered
at each epoch (DiTTO-s), and 2) adopting the temporal-
bundling [2] for enhancing the forecast capabilities. These
extensions are further explained in the Appendix A.2.

3 Experiments and Results

We have tested the proposed DiTTO approach on vari-
ous PDEs. Full details regarding these experiments are
given in the appendix. Here, we present partial results for
the hypersonics and climate cases in Figure 2. We com-
pare DiTTO to another operator learning framework called
Fourier neural operator (FNO) [24] when applicable.

3.1 Hypersonic Flow

We train DiTTO to learn the inviscid airflow around a
double-cone object flying at a high Mach number. The flow
physics at hypersonic Mach numbers around the double-
cone geometry features complex transient events, station-
ary bow shock at the leading nose of the cone, and the
interaction of the oblique shock wave originating from
the leading edge with the bow shock formed around the
upper part of the geometry of the cone. The shock layer
is the narrow band between the wall of the double-cone
geometry and the bow shock wave. In the shock layer, due
to the interaction of shock waves, a triple point forms and
generates vortical flow structures that move downstream.
This interaction is challenging to capture using numeri-
cal solvers. The details regarding data creation and the
governing equations are given in the Appendix B.

We now present two experiments conducted for this hy-
personic problem. First, we learn the temporal evolution
of the density field near the double cone. Specifically, we
train the neural operator to learn the mapping from the
incoming horizontal velocity field to the time-dependent
density field around the double cone structure. The dataset
comprises only 61 trajectories corresponding to Mach num-
bers M ∈ [8, 10]. It is split into training, validation, and
testing datasets in the ratio 80:10:10. We use a cosine
annealing type learning rate scheduler starting from 10−3

that decays to 0 during the training. We compare FNO, U-
Net, DiTTO and DiTTO-s. Complete results are reported
in the appendix. We observe in Figure 2A that DiTTO can
accurately resolve the vortices close to the surface of the
double cone.

Additionally, we perform an experiment where instead
of conditioning on time as in most of the examples pre-
sented, we explore the ability to condition DiTTO on a
different quantity: the Mach Number. We train the surro-
gate operator to learn the mapping from the density field
at a specific time step and M = 8 to the density field at
the same timestep but at different Mach numbers in the
range M ∈ [8, 10]. We compare DiTTO with other neural
operators. Our results suggest that DiTTO serves as an
accurate surrogate conditioned on any scalar parameter
and not necessarily time.
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3.2 Climate Modeling

Climate models are complex, involving non-linear dy-
namics and multi-scale interactions between multiple
variables. Describing climate behavior using PDEs is
not a straightforward task. Consequently, there are
many different numerical models and ML-based models
[16, 1, 18, 33, 22, 30] that have been developed to model
climate. Climate-related problems are challenging to ap-
proximate accurately at a low computational cost. Our
goal is to efficiently learn the temporal evolution of the sur-
face air temperature across the globe, and make accurate
forecasts by extrapolating beyond the training period.

The results in Figure 2B demonstrate that DiTTO is able to
extrapolate for long time intervals without any substantial

accumulation of errors. The contour plots illustrate the
measured (left) and predicted (right) global temperature
profiles in Spring, Summer, Autumn, and Winter. DiTTO
reduces the growth of the relative L2 error across the 5
years of extrapolation with a mean of 0.014.
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(A) Modeling high-speed flow past a double-cone. (B) Five-year climate forecast (extrapolation).

Figure 2: Two examples of DiTTO experiments.
Fig 2A: Modeling high-speed flow past a double-cone. a) The image of the double-cone model installed in the LENS
XX tunnel [39]. b) The histogram illustrates the sensitivity of (i) DiTTO-point, (ii) DiTTO, and (iii) FNO to different
noise levels γ. c) Temporal evolution of the density field (ρ) corresponding to test Mach number (M) = 9.18 around
the double cone geometry predicted by DiTTO-point and its comparison with the solver simulation. d) Additional
illustration of DiTTO-point conditioned on M and trained to predict the final state of ρ.
Fig 2B: Five-year climate forecast (extrapolation). DiTTO is trained on the global temperature data from years 2013 to
2015, validated from 2016 to 2017, and extrapolated from 2018 to 2022. The contour plots on the left and right columns
correspond to snapshots from five years of measured and forecasted global temperature distribution, respectively. The
four rows correspond to the global temperature profiles in Spring, Summer, Autumn, and Winter.
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Supplementary Information

Appendix A: Detailed methods

A.1 Background

A.1.1 Operator learning

The standard use of ML models for scientific computations
involves fitting a function to map numerical inputs to out-
puts. These inputs are ordinarily coordinates, materials,
boundary conditions, etc., and the outputs are usually solu-
tions of forward PDEs. An example is physics-informed
neural networks (PINNs) [36], which use a deep neural
network to solve PDEs by embedding elements from the
PDE problem into the loss function. So, the network trains
on the given data while using prior information about the
problem it is solving. A major drawback is that for each
problem, one needs to re-train the network, which is com-
putationally expensive. This includes any changes to the
parameters defining the problem.

Operator learning seeks to overcome this problem. In-
stead of fitting a function, one fits a mapping between
two families of functions. Consider a generic family of
d-dimensional time-dependent PDE problems of the form:


Lu(x, t) = f(x, t), x ∈ D, t ∈ [0, tfinal]

Bu(x, t) = g(x, t), x ∈ ∂D, t ∈ [0, tfinal]

u(x, 0) = I(x), x ∈ D

, (4)

The differential operator L and forcing term f defines the
PDE, the boundary operator B while g defines the solu-
tion on the boundary, tfinal is the final physical time, I
is the initial condition, and D is a Euclidean domain in
Rd with boundary ∂D. We assume that the problem (4) is
well-posed [8], so a unique solution exists.

Let I be a function space containing initial conditions of
(4). Then there exists another space U that contains their
respective solutions. We define an operator G : I −→ U :

G(I)(x, t) = u(x, t), (5)
where I ∈ I, x ∈ D, and t ∈ [0, tfinal]. Each initial
condition I ∈ I is mapped into its corresponding solution
u ∈ U . The goal is to approximate the operator G using a
neural network.

The first SciML operator learning method, called Deep-
ONet, was proposed by Lu et al. [28]. The main compo-
nents of a DeepONet are two neural networks: the branch
and the trunk. Each network can be a fully connected
neural network, convolutional, or any other architecture.
Usually, the branch inputs are functions, and the trunk in-
puts are coordinates. DeepONets learn projections from
the functions to a vector space, so they can map input
functions to output functions at specific points.

Another operator learning approach is the Fourier neural
operator (FNO) [24, 19]. FNOs, similarly to DeepONets,

learn mappings between function spaces using projections.
FNOs utilize the Fourier transform. They are effective
and easy to implement,. FNOs are accurate, especially
for smooth and periodic problems [29]. While the Fourier
kernel is continuous it is necessary to use discrete versions
for operator learning. Consequently, FNOs can be com-
putationally costly when working with high-dimensional
problems requiring many Fourier modes.

A.1.2 Transformers and attention

First presented by Vaswani et al. [49], transformers have
been widely used in the ML community. Transformers
introduce a new type of mechanism called the scaled dot-
product attention. The attention module attempts to gather
context from the given input. It operates on a discrete
embedding of the data composed of discrete tokens.

The original architecture was proposed for natural lan-
guage processing purposes, where one encodes sentences
using their enumerated locations in the vocabulary. Since
then, their usage has been extended to many other do-
mains, and they outperform many different deep learning
architectures in a wide variety of tasks. These domains
include time series analysis [51] and computer vision [9].
For example, Vision Transformers (ViT) [5] split images
into small patches, tokenize them, and apply the attention
mechanism. In addition, they are computationally lighter
than other alternatives and can be easily parallelized.

Transformers are becoming increasingly popular in the
SciML community. They have been used for operator learn-
ing in many different ways [23, 25, 11, 10]. These methods
show much promise by using the attention mechanism to
find connections between points in the physical domain to
function values. Some methods emphasize the attention
mechanism itself [4, 6] and adapt it to PDE-related prob-
lems. Others utilize existing transformer models to solve
PDE problems more easily [21]. In this work, we employ
elements from the original Transformer architecture as part
of the proposed neural network architecture.

A.1.3 Diffusion models

A diffusion model is a generative deep learning model that
uses a Markov chain to produce samples that match a given
dataset [45]. These models aim to learn the underlying dis-
tribution of a given dataset. After learning this distribution,
they are used to generate new samples of similar properties
to those found in the training set.

In [15], Ho et al. introduced a new type of diffusion model
called denoising diffusion probabilistic models (DDPM).
It consists of a forward diffusion process and an inverse
one. In the forward case, Gaussian noise is incrementally
added to the original sample for a given number of iter-
ations. For a sufficiently large number of iterations, the
noise completely destroys the original signal. Then, in
the reverse diffusion process, the goal is to reconstruct
the original signal by performing iterative denoising steps
using a neural network. Diffusion models have been used

8
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for SciML purposes, especially for generative artificial in-
telligence purposes [50, 43, 26]. While we are not using
their generative capabilities in this work, we briefly explain
their standard training procedure.

We present a mathematical formulation based on the works
of Ho et al. [15] and Nichol et al. [31]. Given a data dis-
tribution x0 ∼ q(x0), we define a forward noising process
q which produces steps x1, . . . , xT by adding Gaussian
noise at time t with variance βt ∈ (0, 1) as follows:

q(x1, . . . , xT |x0) :=

T∏
t=1

q(xt|xt−1), (6)

q(xt|xt−1) := N (xt;
√
1− βtxt−1, βtI). (7)

Given a sufficiently large T and a well-behaved schedule
βt, the latent xT is nearly an isotropic Gaussian distribu-
tion. From (7), we see that xt is drawn from a conditional
Gaussian distribution with mean µt =

√
1− βtxt−1 and

variance σ2
t = βt. In practice, this is done by randomly

sampling a noise level parameter ε ∼ N (0, I), and setting:

xt =
√
1− βtxt−1 +

√
βtε. (8)

Thus, if we know the exact reverse distribution q(xt−1|xt),
we can sample xT ∼ N (0, I) and run the process in reverse
to get a sample from q(x0). However, since q(xt−1|xt)
depends on the entire data distribution, we approximate it
using a neural network with hyperparameters θ as follows:

pθ(xt−1|xt) := N (xt−1;µθ(xt, t),Σθ(xt, t)). (9)

The neural network needs to learn the mean and variance
to complete the backward diffusion process. Importantly,
using the formulation in (8), in each step, it is sufficient
to know βt, xt, and ε to approximate xt−1. Then, the net-
work is used autoregressively to reconstruct x0. Assuming
we know the schedules {βt}Tt=1, we can view the neural
network as the following mapping:

(xt, ε) −→ xt−1. (10)

In each step, the neural network performs a denoising op-
eration, mapping xt to a slightly less noisy signal xt−1.
Including the noise level parameter ε is essential for the
denoising operation. During training, various noise levels
are sampled. Knowing the specific noise level that distin-
guishes between consecutive states xt and xt−1, is crucial
for effective denoising. Without this explicit knowledge
of the noise level, the denoising process would become
significantly more complicated, and the network may not
converge. Thus we have a conditional denoising operation,
conditioned on ε (or equivalently on the timestep with βt).

A.2 DiTTO: Diffusion-inspired temporal
transformer operator

As described in Methodology, we propose using temporal
conditioning, instead of conditioning on noise as in Sec-
tion A.1.3. We use the initial condition of a differential
equation and infer the entire temporal process. It oper-
ates on various initial conditions, hence it is performing
operator learning according to Section A.1.1. In addition,
after training, the inference is possible on any real tem-
poral value. Hence, the inference is continuous in time.
As shown in the results, not only interpolation in time is
possible, but also extrapolation.

To train the DiTTO network we gather data of multiple
time-dependent procedures, varying in the initial condition.
Then, we use the network architecture in Methodology, and
select a training strategy (for example, temporal-bundling),
to fit the data. We elaborate on these steps in the following
subsections.

A.2.1 Training dataset

To train a neural network using the formulation presented
in Methodology, we require a large set of initial condi-
tions (inputs) and corresponding solutions (outputs). Let
{Im(x)}Mm=1 be a set of initial conditions with correspond-
ing analytic solutions {um(x, t)}Mm=1, where M is the
desired number of training samples. Each sample consists
of an initial condition and a PDE solution at the relevant
timesteps. In practice, {um(x, t)}Mm=1 are numerical ap-
proximations of the analytic solutions and not analytic
solutions which are often unavailable. Furthermore, the so-
lutions are discretized in space using a grid that partitions
the domain D. We emphasize that for all m = 1, . . . ,M
and t = 0, . . . , T , um(x, t) is a matrix, and its dimensions
depend on the spatial discretization parameters, i.e., the
number of nodes along each axis.

We denote the forward process corresponding to the m-
th initial condition and solution by {xm

n }Tn=0, where
xm
n := um(x, tn). We define the following datasets:

X = {(xm
0 , tn)| n = 1, . . . , T, m = 1, . . . ,M}

Y = {xm
n | n = 1, . . . , T, m = 1, . . . ,M}. (11)

So, each solution of the PDE is transformed into T pairs
of samples that correspond to the mapping described in
Equation (3).

A.2.2 The DiTTO neural network architecture and
parameters

We use the architecture described in Methodology. We
mention that for the temporal input t, we use an embedding
mechanism based on the original Transformer positional
encoding [49]:

9
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PE(pos,2i) = sin
( pos

100002i/demb

)
,

PE(pos,2i+1) = cos
( pos

10000(2i+1)/demb

)
,

(12)

where demb is the desired embedding dimension. Each
scalar t is mapped into a vector of size demb.

We now describe the loss function used as a target for train-
ing the network. Let Oθ be the neural network described
in Methodology with hyperparameters θ. The goal of Oθ

is to learn the mapping described in (3), using the dataset
(11). We split this dataset into training, validation, and
testing sets. We split them in a way that makes sure that
no initial conditions from the validation and testing sets
appear in the training set.

Diffusion models are often trained with a probabilistic loss
function. However, since we learn a PDE operator, other
loss functions commonly used for SciML applications are
more fitting. Consequently, we train the network with a
mean relative L2 loss:

loss :=
1

MT

M∑
m=1

T∑
n=1

||Oθ(x
m
0 , tn)− xm

n ||2
ε+ ||xm

n ||2
, (13)

where ε is a small number used to prevent a zero denom-
inator and stabilize the loss. The inputs and outputs of
the model are d-dimensional, so they are converted into
a one-dimensional array by column stacking (flattening)
inside the loss function when needed. We describe the
loss for the entire dataset for simplicity, but in practice, we
divide it into batches.

Iterating over the entire dataset (11) can be time-
consuming. For Mtrain initial conditions in the training
set, we have Mtrain · T samples. So, the number of train-
ing steps scales linearly with T . So the number of training
samples is very large for fine temporal discretizations.

A similar problem occurs in generative diffusion models.
The original DDPM [15] requires hundreds of forward
passes to produce good results. Later works suggested
ways to improve the performance aspect of DDPMs. For
example, Song et al. [46] suggest using non-Markovian
processes to improve the computational cost. Nichol et
al. [31] present a way to significantly reduce the number
of necessary steps by sub-sampling the original diffusion
process. Both methods focus primarily on the inference
speed. However, in the case of DiTTO, inference is imme-
diate. In Methodology, we explained that we do not view
x0, x1, . . . , xT as an iterative process. Instead, we treat
each sample individually, significantly increasing the infer-
ence speed compared to generative models such as DDPM.
Hence, we focus on speeding up the training process.

A.2.3 DiTTO-s

We propose DiTTO-s, a faster variant of DiTTO that relies
on a sub-sampling mechanism similar to [31]. Instead of

iterating over the entire process, we iterate over a random
subsequence. Recall that for the m-th initial condition in
the training set, the full process is {xm

n }Tn=1. Instead, we
take a set of random subsequences Sm ⊂ {0, 1, . . . , T},
such that

∑M
m=1 |Sm| = αMT for some α < 1. Choosing

α = 0.05 means we only use 5% of the given samples in
each epoch. The new DiTTO-s loss is given by:

lossα :=
1

αMT

M∑
m=1

∑
n∈Sm

||Oθ(x
m
0 , tn)− xm

n ||2
ε+ ||xm

n ||2
, (14)

After each epoch, we randomly sample Sm again using a
uniform distribution. That way, given a sufficiently large
number of epochs, we expect to cover a significant portion
of samples in the dataset.

A.2.4 DiTTO-point

The architecture shown in Figure 1 can be used for prob-
lems in different dimensions. A way to accomplish that is
to use d-dimensional convolutions in all the convolutional
layers, where d ∈ {1, 2, 3} is the physical dimension of the
problem. Using high-dimensional convolutions requires
a large amount of memory. Furthermore, many physical
problems are not defined on structured grids. Thus, to use a
neural operator framework, it is often necessary to project
their solutions onto regular grids [29], which requires a
change to the geometry of the problem.

To address these issues, we propose DiTTO-point, another
variant of DiTTO that solves high-dimensional problems
using exclusively 1-D convolutions. With DiTTO-point
we treat the domain as a set of points in space instead of
a structured d-dimensional grid. A domain with N points
is defined as a N × d matrix, where each row represents
a spatial coordinate. Similarly, we define the solution on
this domain using a vector of size N , corresponding to the
values of the solution at each point of the domain. Using
this formulation, regardless of the original dimensionality
of the problem, the input to DiTTO-point would always be
of size N × d. This enables the use of 1-D convolutions
on this data, where d is the number of input channels.

However, directly using the architecture shown in Figure 1
with 1-D convolution does not work, without any mod-
ifications, on high-dimensional problems. Importantly,
switching from a structured grid to a set of coordinates
results in the loss of spatial information. This is especially
true when the order in which the coordinates appear is not
necessarily related to their physical distance. To solve this
issue, we use another layer of positional encoding (see
Equation (12)) based on the spatial coordinates of the grid.
We apply this layer to the beginning of the overall archi-
tecture before we concatenate its output with the relevant
initial condition in the latent space. This enables DiTTO-
point to keep high-dimensional spatial information while
using a one-dimensional architecture.
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A.2.5 DiTTO-gate

We propose another variant of the architecture shown in
Figure 1, called DiTTO-gate. Now, we modify the behav-
ior of the skip connections of the U-Net decoder. Analysis
of diffusion models shows that the U-Net skip connections
introduce high-frequency features into the decoder [44].
For scenarios with fine details and sharp features, we put
extra emphasis on the skip connections. So, we introduce
a gate component, which operates directly on the skip
connections. This component is composed of a standard
convolutional block, as described in Methodology. So, in
DiTTO-gate, we add such a component to each level of the
decoder and use it on its incoming skip connection.

Appendix B: Hypersonic flow data
generation and details

We first generate a training dataset by solving the 2D Euler
equations on a fluid domain around a double-cone geome-
try. The governing equations are

∂U

∂t
+

∂F

∂x
+

∂G

∂y
= 0, (15)

where the vector of conservative variables, x-direction and
y-direction flux vectors, are described as

U =

 ρ
ρu
ρv
ρE

 ,F =

 ρu
ρu2 + p
ρuv

u(ρE + p)

 ,G =

 ρv
ρvu

ρv2 + p
u(ρE + p)

 .

(16)
In Equation (15), t is time, x, y are the spatial coordinates,
u and v are the x-direction and y-direction velocities, ρ is
density, and p is the pressure. The total energy in Equa-
tion (16) is illustrated as

ρE =
p

γ − 1
+

1

2
ρ(u2 + v2), γ = 1, 4 (17)

We solve the system of equations using Trixi.jl numerical
framework [41], which employs entropy stable discontin-
uous Galerkin spectral element (ES-DGSEM) approach
[37, 42, 34] to solve hyperbolic and parabolic systems of
equations. ES-DGSEM features high accuracy and stabil-
ity and employs adaptive mesh refinement to automatically
adapt the mesh resolution to high gradient regions of the
flow field. The 2D physical domain is shown in Figure 3,
where the boundary conditions are specified. Let M be
the free-stream Mach number. The domain is initialized
using constant uniform values for primitive variables as
u = M , v = 0, p = 1.0, and ρ = 1.4. Each simulation
is performed for a time t ∈ [0, 0.04],. The solution values
are shown at 201 snapshots corresponding to equidistance
instances of time.

Figure 3: 2D domain of the double cone problem. The
gray area is the domain and the highlighted lines show the
surface of the double cone, which is a slip wall boundary
condition. The small line at the bottom is a symmetry con-
dition. The inflow and outflow boundaries are also shown.

Appendix C: Extrapolation in time

Extrapolation is a challenging problem due to the inherent
nature of the data-driven surrogate networks to overfit the
training distribution. We discuss a training strategy that
partially alleviates the difficulties associated with extrapo-
lation in time in using DiTTO.

During the training of DiTTO, the model is exposed only
to the first 100 time steps. We train DiTTO with three
types of time-series modeling strategies demonstrated in
part a) of Figure 4 - i) autoregressive (look-forward win-
dow lf = 1), ii) temporal-bundling (1 < lf < nt) [2],
and iii) mapping (lf = nt). We analyze their ability to
extrapolate beyond the 100th time step. Specifically, we
train 6 different DiTTO models with lf=1, 5, 10, 20, 50,
100(= nt). During the training, DiTTO learns a mapping
u(x̄, t) → u(x̄, t + lf) such that t + lf is less than the
number of time steps, nt = 100. Hence, each trajectory in
the training dataset is split into nt− lf +1 sub-trajectories.
During the inference stage, DiTTO leaps from û(x̄, t) to
û(x̄, t + lf). Because the ground truth is not available,
except at t = 0, we consider u as the ground truth and û
as a prediction from DiTTO.

C.1 Navier-Stokes Equations

As an example, we train DiTTO on the two-dimensional
incompressible Navier-Stokes equation for a viscous, in-
compressible fluid in vorticity form is given by:
∂tω + u · ∇ω = ν∆ω + f,

∇ · u(x, y, t) = 0, (x, y) ∈ (0, 1)2, t ∈ (0, tfinal]

ω(x, y, 0) = ω0, (x, y) ∈ (0, 1)2

(18)
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Figure 4: Temporal-bundling for efficient extrapolation. a) demonstrates 3 types of time-series modeling strategies
for extrapolating beyond the training interval. We consider a time series with 20 time steps. b) visualizes the error
accumulation for DiTTO models with different look-forward windows (lf ) trained in the time interval 0-100 and
extrapolated from 100-200. c) shows the relative percentage L2 errors at the 200th time step, corresponding to DiTTO
models with different lf. The results in b) and c) come from the test dataset with previously unseen 100 initial conditions.
The symbols in (b-c) denote the corresponding final time.

where ω is the vorticity, u is the velocity field, ν is the
viscosity, and ∆ is the two-dimensional Laplacian op-
erator. We consider periodic boundary conditions. The
source term f is given by f(x, y) = 0.1(sin(2π(x+y))+
cos(2π(x+y))), and the initial condition ω0(x) is sampled
from a Gaussian random field according to the distribution
N (0, 73/2(−∆+ 49I)−5/2).

The dataset consists of 1000 trajectories with 200 time
steps. It was randomly split into training, validation, and
testing datasets in the ratio 80:10:10.

In Figure 4(b,c), we observe the minimum error with the
lowest uncertainty occurs at lf = 20, suggesting that the
temporal-bundling technique [2] offers a sweet spot be-
tween the autoregressive and the mapping strategies for

extrapolating in time, with lower rates of error accumula-
tion. Next, we investigate the extrapolation abilities of the
temporal-bundling strategy for the climate problem.

C.2 Climate Dataset

We use a publicly available climate dataset provided
by the Physical Sciences Laboratory meteorological
data: https://psl.noaa.gov/data/gridded/index.
html [17]. This data contains measurements of parame-
ters over time, projected onto a spatial grid. We use the
daily average surface temperature data (at 1000 millibar
Pressure level) from January 1, 2013, to December 31,
2015, for training; January 1, 2016, to December 31, 2017,
for validating; and January 1, 2018 to December 31, 2022
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for testing (see Figure 2B). The data is projected to a spa-
tial grid of dimensions 144 × 72, which corresponds to
a resolution of 2.5◦ in both latitude and longitude. We
split the data to training, validation and test sets in the
ratio 30:20:50, for investigating the real-time long-term
temporal extrapolation capability of DiTTO.

The experiments shown in Figure 4 motivated the adop-
tion of the temporal-bundling technique with lf = 365 for
training DiTTO. The training dataset can be interpreted as

a single trajectory consisting of 1095 global temperature
snapshots arising from the initial condition on Jan. 1, 2013.
We utilize temporal-bundling with lf = 365 to split this
trajectory into 730 sub-trajectories, each comprising 365
time steps. We further reduce the computational costs as-
sociated with the training and inference by performing a
proper orthogonal decomposition and training DiTTO to
learn the evolution of the eigen coefficients corresponding
to the five dominant eigenvectors estimated from the global
temperature profiles in the training dataset.
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